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Abstract: In the usual parabolic, spin-boson approximation, understanding the dynamics of electron transfer reduces to following the coupled electron/vibration system throughout its exploration of the coupled potential energy surfaces. We discuss such an analysis for a very simple model for photoexcited electron transfer, consisting of two electronic states, one coupled vibration, and bath terms that describe solvent relaxation and dephasing. The current results are numerically exact. They correspond to the evolution of the system reduced density matrix, with relaxation and dephasing contributions from the environment. We observe control elements due to electronic and vibrational dephasing and relaxation, nonadiabatic coupling, and temperature. Many of these parameters exhibit a turnover phenomenon (nonmonotonic behavior of the rate change as the appropriate interaction strength varies). The onset of irreversible (rate-type) behavior, short time quantum beats, multiple time scales, and other characteristic phenomena appear clearly in this very simplified and reduced structural model. The differences between this full dynamical analysis and the very useful transition-state or equilibrium vibronic model arises from the nonequilibrium nature of the initial photoexcited state, whose decay is effected by dephasing and relaxation dynamics as well as energetics.

I. Introduction

Chemical dynamics is often concerned with the study of a molecular subsystem, whose evolution occurs within a weakly coupled, statistically dominant environment. Obvious examples include molecular isomerization or vibrational relaxation in solvents, collision phenomena in a bathing gas, and charge or energy transfer processes between electronic sublevels in a large molecule or solvent environment. The dynamical evolution of such systems, especially in photoexcited initial states, can now be studied with use of ultrafast methods that provide information about the onset of irreversible rate-type behavior, and about the short time relaxation processes and the nature of system excitations as a function of time (refs 1−3 are representative of recent work). Theoretically, while wave function methods can describe this phenomenon under particular sets of approximations,1,2,3 an appropriate language is clearly that of

1 Hebrew University.
2 Northwestern University.
the reduced density matrix. 34–45 This is because one is concerned not with the study of pure states (that will involve the full dynamics of the molecular system plus bath, and is both computationally intractable and conceptually inappropriate), but rather with the discrete, observable substates that correspond to the molecule itself. Analysis of the subsystem in the presence of the dynamical bath variables is an important, very widely studied issue in current chemical dynamics research. 35–50

Intramolecular electron transfer (ET) remains one of the most active subfields of chemical dynamics. 1,8,51–56 It is an exemplary situation for the study of subsystem evolution, since photoexcited initial electronic states decay to final, product states while sharing energy both between electronic and vibrational subsystems and between the molecule and its environment. The long time observable in such systems is generally a rate constant for ET, and standard theories of that rate constant 41–59 are almost always based on a model involving harmonic vibrations linearly coupled to two electronic states—that is, the spin-boson approximation. 53,60,61 Rate constants can be defined from such a model Hamiltonian either using activated complex theory or using a polaron type picture in which the rate constant is determined from the golden rule. 51,53 These treatments have proven extremely powerful in understanding ET reactions over many time scales, in many environments, and for many chemical situations.

If one is interested in short time behavior of such photoexcited ET systems, the situation becomes more complex. Many current ultrafast experiments 56–31 are indeed devoted to the onset of rate behavior, to the short time relaxation and dephasing dynamics of the initial state, to the time-dependent spectroscopic observation of the system, and to understanding how such important system parameters as temperature, frequency, electronic energy, coupling strength, and environmental interaction determine the evolution of the initial photoexcited state.

Because the dynamics of the system is inherently quantum mechanical, and because the dimensionality can be high, theoretical studies of the short time relaxation are generally performed with use of approximate methods for multimode systems. The approach that we take here is different: we investigate a very simplified reduced model, whose sub-system dynamics can be treated exactly by using full quantum dynamics, and whose interaction with the environment can be treated by using semi-group methods 62–71 that reasonably describe dephasing and relaxation effects. The study of such a simplified model clarifies some important concepts in short time intramolecular charge flow, including parametric dependence, onset of kinetic behavior, time scales, quantum beat phenomena, and energy flow. The photoexcited ET experiment directly probes both dynamical relaxation behavior and long-time ET kinetics. This paper is devoted to exact analysis of a simple model system that shows both the onset of relaxation and the rate process, and important energetic and dephasing effects on the kinetics.

We observe a number of important and striking behaviors, including situations in which relaxation never actually occurs, and several instances of turn-over behavior—that is, situations in which, upon increasing a particular parameter (coupling constant or relaxation time) nonmonotonic behavior of the transfer rate occurs. The behavior in which a finite time is required before the onset of an exponential or multifractal decay is expected, on the basis of a very short-time analysis of the time-dependent Schrodinger equation, to occur generally. 72 The present study is intended to explain what factors determine this finite time, how the system evolves during it, and how the

subsequent rate process is controlled by dynamical, thermal, and dissipative interactions.

The formal structure of the model and the treatment of system/bath interactions are described in Section II. Actual results are discussed in Section III, and some remarks are made in the concluding section.

II. The Model and Its Analysis

Since the aim of the current paper is to discuss exact results for the curve crossing/electron transfer reaction, it is necessary to work in a model sufficiently simple that exact results can indeed be obtained. We will, therefore, represent the dynamical system in terms of the usual crossed parabolas of Figure 1. The overall Hamiltonian then consists of the electronic energy in either of the diabatic states, the vibrational energy associated with that diabatic state, and a crossing term that describes the passage for one parabolic well to the other. We work in a diabatic representation, so that the system molecular Hamiltonian can be written

\[ H_s = |R\rangle \langle R'| V_s(q) + |L\rangle \langle L| V_L(q) + (|R\rangle \langle L| + |L\rangle \langle R|) J \]  

(1a)

The Hamiltonian as written involves only one vibrational coordinate, whose equilibrium positions in reactant and product differ by the constant \( Q_0 \). The vibrational frequency is assumed the same for both electronic states, and is given by \( \omega = (\beta M)^{1/2} \); therefore, the innershell reorganization energy, or polaron stabilization energy, is given by

\[ \lambda = \frac{1}{2} f Q_0^2 \equiv \Delta \]  

(2)

In these equations, \( \lambda \) represents the reorganization energy term, \( f \) is the force constant, \( M \) is the reduced mass of the vibrational degree of freedom, \( \Delta \) is the exoergicity (\( \Delta < 0 \)), and \( S \) is the dimensionless reorganization energy, or Huang–Rhys factor.\(^{73,74}\)

The terms in the molecular Hamiltonian of eq 1 are respectively the electronic energy in the right potential well (corresponding to the photoexcited state), the electronic energy in the left well (the unexcited state before photoexcitation), and the diabatic mixing between the two states. This mixing is assumed (Condon approximation) to be a constant independent of nuclear position.

We describe the evolution of a molecule, characterized by the Hamiltonian of eq 1 and interacting with the solvent that causes phase relaxation and energy flow in the molecular subsystem. Formally, one can then write the total Hamiltonian in the usual way as

\[ H = H_s + H_B + H_{SB} \]  

(3)

where the subscripts S and B refer to the system and bath, respectively. Making a Markov density approximation (equivalently, assuming that the states of the system do not significantly perturb the states of the bath), we can write the reduced system density matrix as\(^{34–36}\)

\[ \sigma(x,q) = \text{Tr}_B \{ \rho(x,q,R) \} \]  

(4)

Here \( \sigma \) and \( \rho \) are respectively the system reduced density matrix and the total density matrix. The coordinates \( x, q, \) and \( R \) are respectively the electronic coordinate, the intramolecular vibration, and the coordinates of the bath.

Because of the interaction between the system and the bath, the evolution of the system density matrix is affected by the energetics and dynamics of the bath degrees of freedom. Characterizing this interaction exactly is extremely challenging; characterizing it numerically requires demanding simulation.\(^{72}\) For the purposes of our very simple model, we will assume that the effect of the system on the bath can be described by using the semigroup formalism.\(^{62–71}\) This arises from a Markovian assumption (that the bath memory time is extremely short compared to any other appropriate time within the system). Under these conditions, and assuming a generalized interaction proportional to a sum of system operators times bath operators, the semigroup formalism permits a description of the time evolution of the system density matrix as\(^{73}\)

\[ \dot{\sigma} = \frac{1}{i\hbar} \left[ H_s, \sigma \right] + T \]  

(5)

Here the first term on the right is the causal, Hamiltonian evolution of the system density matrix due to the system Hamiltonian. The second term on the right, the dissipative term, describes the dephasing and relaxation effects that the system encounters due to its interaction with the bath. The semigroup formalism for describing this interaction is described in detail elsewhere;\(^{62–71}\) for current purposes, the presence of the bath manifests itself in three extra terms. These extra terms are vibrational dephasing and relaxation and electronic dephasing, all within the system.

The process of dephasing corresponds physically to fluctuations in the values of the system energies—electronic dephasing is then fluctuation in the electronic energy levels and vibrational dephasing describes changes in the vibrational energies. Obvious sources of dephasing are changes in the molecular solvent.


environment or structure; all of these arise from the bath, and change the time evolution of the molecular states.

Formally, it is convenient to introduce a spin description of the crossed parabola model of eq 1. Then the model can be described as a spin-boson picture, and the system population levels can be replaced by those of a fictitious spin. Then the populations and transitions within the system are related to the spin variables by

\[ 2S_x = |R\rangle\langle L| + |L\rangle\langle R| \]
\[ 2S_y = i(\langle R\rangle\langle L| - \langle L\rangle\langle R|) \]
\[ 2S_z = |L\rangle\langle L| - |R\rangle\langle R| \]

Here the operators \( S_x, S_y, \) and \( S_z \) are the usual spin operators that obey the commutation relations

\[ [S_x, S_y] = iS_z \]
\[ [S_x, S_z] = -S_y \]
\[ [S_y, S_z] = S_x \]
\[ [S_x, S_x] = 2S_z \]

(6)

The Hamiltonian of eq 1 can then be rewritten as (choosing as energy origin \( (E_L + E_R)/2 = 0 \), and letting \( I \) represent the unity operator).

\[ H_s = (E_s - E_0)S_z + 2JS_x + \frac{p^2}{2M} \]
\[ + \frac{1}{2} (f_1 + S_y) (q + Q_{\omega}^2) \]
\[ + \frac{1}{2} (f_1 - S_y) (q - Q_{\omega}^2) \]

(7)

The bath in which the molecule evolves will generally be a liquid solvent or a solid matrix. We will assume (phenomenologically) that the bath causes both relaxation and dephasing in the system, so that the reduced density matrix \( \rho \), which specifies the behavior of the electronic state and one vibrational mode, acquires new time-dependent relaxation and dephasing components. Their formal derivation is given elsewhere.\(^{62-71}\) If we assume that the bath couples to the nuclear displacement \( q \) and to the electronic polarization \( S_z \), the semigroup formalism yields:

\[ \dot{S}_{_z \text{ed}} = -\gamma_{_ed} S_x \]
\[ \dot{S}_{_y \text{ed}} = -\gamma_{_ed} S_y \]
\[ \dot{S}_{_z \text{ed}} = 0 \]

(9a)

The requirement for thermal equilibration of the vibration gives \( k_\text{up}/k_\text{down} = \exp(-\hbar \omega/k_BT) \), and we define \( k_\text{down} - k_\text{up} = \gamma_v \).

Here the parameters \( \gamma_{_ed}, \gamma_{_nd}, \) and \( \gamma_v \) are respectively the rate parameters for electronic dephasing, nuclear dephasing, and nuclear relaxation. They are positive constants, whose magnitude will depend on the actual coupling between the system and the bath.

The overall equations of the system, then, can be written based on eqs 5, 8, and 9. It is these equations that can be solved exactly by using the quantum propagation scheme.

The actual density matrix propagation is described in detail elsewhere.\(^73\) The main point is that the numerical procedure has exponential convergence. As a result the accuracy can be arbitrarily high, providing numerically exact results.

The analysis of the data can be presented in many ways, since the full density matrix in the electronic space and the space of the single vibrational coordinate is obtained. Similarly, the initial states must be specified both in the electronic two-level space and in the vibrational coordinate. We will assume that the initial situation corresponds to a photoexcitation, by one ultrafast pump pulse, from the ground state (left parabola) to the excited state (right parabola). We will limit our discussion to a situation in which the initial vibrational function is the ground state harmonic oscillator eigenstate (a simple Gaussian) promoted to the excited state. Generalization to more complex forms is possible, but our emphasis is on the dynamical evolution of the initially prepared state, rather than the details of that state. Similarly, we will ignore subsequent interactions between the electromagnetic field and the system. While such interactions are responsible both for important experimental effects (such as impulsive stimulated Raman scattering\(^{76-79}\) and for interesting aspects of molecular control (pulse field shaping of eigenstates),\(^72\) laser cooling\(^73\)), the emphasis here is really on the study of electron-transfer (ET) processes.

III. Results: Dynamical Evolution, Relaxation, Recurrences, and Rate Behavior

Traditional ET reactions are characterized by a rate constant—that is, they are concerned with the regime in which decay dynamics is exponential in time.\(^{51-59}\) Contemporary ultrafast and pump/probe spectroscopies are concerned with the initial short-time behavior (subpicosecond regime), in which processes of relaxation and dephasing establish the conditions for first-order decay kinetics. Our analysis permits some understanding, based on the exact calculation of the model system, both of the initial short-time dynamics, and of the dependence of the eventual decay behavior both on the parameters of the system itself and on the system/bath coupling.

The first term in eq 5 for time evolution of the photoexcited system is fixed by the Hamiltonian parameters \( M \) (reduced mass of the oscillator), \( \omega \) (oscillator frequency), \( \Delta \) (exoergicity), \( Q_\omega \) (geometry change), and \( J \) (electron tunneling matrix element). The dissipative part (second term in eq 5) is described by the temperature \( T \) and the parameters \( \gamma_v, \gamma_{nd}, \gamma_{ed} \). The model

\[ \dot{\rho}_L = -\frac{1}{2} (\gamma_{nd} + \gamma_v) \rho_L \]
\[ \dot{\rho}_R = -\frac{1}{2} (\gamma_{nd} + \gamma_v) \rho_R \]

(9b)

\[ \frac{d}{dt} \left( \frac{p^2}{2M} + M \omega^2 q^2 \right) = -\gamma_v \left( \frac{p^2}{2M} + \frac{M \omega^2 q^2}{2} \right) + k_{up} \rho_0 \]

(9c)

that we examine has been chosen to correspond very roughly to the energetics of the binuclear species (NC₅RuCNRu(NH₃)₅⁻. The parameter values are given in Appendix 1.

A. Short Time Behavior: The Onset of First-Order Kinetics. First-order kinetics require the existence of a dense set of levels, so that recurrences do not obtain. In the model analyzed here, these dense packed states do not occur specifically, but their role is taken by the dissipative terms in eq 5. In an actual physical system, all of the dissipation terms in eq 9 occur, but for analysis it is simplest to examine them individually.

1. No dephasing or relaxation (the Jaynes–Cummings model): 39 When all the dissipative terms of eq 5 are absent, the model becomes a two-level system coupled to a harmonic oscillator. This model was introduced by Jaynes and Cummings in the study of optical behavior. Because the states are now discrete and widely separated, no irreversible behavior occurs. Figure 2a shows the behavior of this Jaynes–Cummings model over the first 15 ps. The time scale of the sharp oscillations is roughly 3.5 ps, and corresponds to the vibrational frequency, ω. Notice that the Jaynes–Cummings curve exhibits no decay; in fact, over longer times it shows irregular aperiodic behavior.

2. Electronic dephasing: When electronic dephasing is added, the system does obtain an effective state density, and therefore shows irreversible decay to a final state. 39 This is seen in Figure 2a. The initial vibrational wave packet created on the excited surface of Figure 1 feels no nuclear dephasing or relaxation, and therefore the shape remains Gaussian. The system passes through the mixing region between the diabatic curves several times, and eventually transitions between the two electronic states occur. Because no vibrational relaxation is allowed, however, the system cannot exchange energy with its environment. Since the state density for the original photoexcitation energy in this very simple model is the same in either electronic state, the system does not relax to the bottom of the left well, that we will call Vₗ. Instead the asymptotics of the decay curves in Figure 2a proceed to an equal mixture of density on the left and right wells—that is, to a situation in which the charge transfer is only 50% complete. This result is unphysical for any real charge-transfer system.

3. Nuclear dephasing: When nuclear dephasing is permitted, the wave packet loses its initial Gaussian form, and eventually becomes spread over the entire vibrational coordinate of Vₖ. On the basis of Franck–Condon arguments, this suggests that the vibrational dephasing smooths the probability for the vibrational packet to be in the crossing region, and therefore gives smooth population transfer. Figure 2b shows the short time behavior as vibrational dephasing is increased. Note that the oscillations in the Jaynes–Cummings model indeed disappear very quickly, and that a smooth approach to equilibrium is found. Once again, because no vibrational relaxation is permitted, state densities in our one-mode model are the same in the two electronic states; asymptotic behavior and rate type kinetics occur, but the final state is not that of ordinary electron-transfer reactions.

4. Nuclear relaxation: Nuclear relaxation permits the system to transfer energy, and therefore to approach equilibrium. Figure 2c shows the effect of adding nuclear relaxation. Notice that the behavior is slightly complicated: for small nuclear relaxations, some of the Jaynes–Cummings model behavior is retained. The short time oscillations corresponding to the frequency of the tunneling matrix element remain, but asymptotic behavior is clearly seen. (In fact, there are also even shorter

effects of change in the nuclear dephasing rate are smaller than those shown in Figure 2b. This is because the total nuclear dephasing has contributions both from pure dephasing and from relaxation; this is familiar from magnetic resonance spectroscopy, and is generally expressed in terms of the longitudinal and transverse relaxation times, \( T_1, T_2 \), by

\[
\frac{1}{T_2} = \frac{1}{2T_1} + \frac{1}{T_2^*}
\]

where \( T_2^* \) is the pure dephasing time (equal to \( 2\pi/\gamma_{ed} \) in our notation). The short time oscillations decrease with increasing vibrational dephasing, essentially for the Franck–Condon type reasons discussed above (the Gaussian packet on the vibrational state flattens out, so that the sharp oscillations arising from coherences are gone). Note that the rate is not simple exponential, but exhibits short time oscillations and long time slowing down. The reasons for the slow down at long time are depletion of the initial state and the fact that vibrational relaxation in the initial state eventually puts the packet at the bottom of \( V_b \), where its transition to \( V_t \) is slowed.

B. Kinetics: Turnover Behavior. When nuclear relaxation is present, the decay of the initial state population (within \( V_b \)) eventually becomes irreversible and rate-like (Figures 2 and 3a). In this regime, the ET rate constant \( k_{ET} \) is well-defined. We study the variation of that rate constant with the system and bath parameters.

Kramers first pointed out,\(^{84}\) in the context of the problem of classical escape over a potential energy barrier, that the effects of friction on chemical dynamics should be nonmonotonic: for low friction, the barrier escape rate should scale like friction, whereas for high friction scaling should be like inverse friction. Substantially more elaborate understandings of this behavior have since been produced,\(^{85,86}\) but the essential physical argument is straightforward: for low frictions, energy cannot be transferred from the environment into the particle undergoing escape, whereas for very high frictions, the particle is simply slowed too much to pass over the top of the barrier. This turnover behavior is remarkably consistent in all analyses of the barrier passage problem.

In the current simple model, we observed several different forms of turnover behavior. Each of these can be understood physically, although they come in different categories, with the turnovers due respectively to relaxation phenomena, coherence phenomena, energetic phenomena, and state mixing.

1. Electronic dephasing turnover: Figure 3b shows the rate variation with electronic dephasing; parameters for this calculation are given in the caption. This turnover behavior as a function of electronic dephasing is reminiscent of the Kramers structure. It can be understood from extensive previous work on spin-boson type problems,\(^{87}\) as well as analysis of exciton diffusion in molecular crystals.\(^{88}\) Effectively, for very small electronic dephasing the process occurs coherently; an increase in dephasing magnitude provides an effective increase in state density. For large enough electronic dephasing, the coherent

---

transport competes with incoherent diffusion, which becomes dominant at high enough values of the friction.

2. Nuclear dephasing turnover: Figure 4a shows the rate of transfer from $V_R$ to $V_L$ with increase of vibrational dephasing. Once again a maximum is observed, this time for a larger value of the dephasing amplitude. Once again, interpretation of the rising curve as due to effective increase of state density is appropriate, and coherent behavior becomes incoherent for large enough dephasing. For very large dephasing, the resonant condition required for energy sharing is hard to achieve, due to poor energy level fluctuation, and the rate drops off. Fundamentally, nuclear and electronic dephasing both correspond to energy level fluctuation, and they effect the ET rate similarly.

3. Nuclear relaxation turnover: As the rate of nuclear relaxation increases, when nuclear dephasing is present, the dominant behavior (Figure 4b) is a reduction in the rate (though a very weak turnover is again present). This can be understood simply by noting times at which the reduction begins. When the time for nuclear relaxation nears half the vibration period, energy will be lost from the excited-state vibrational motion before the crossing point of the two parabolas is reached. This means that the wave packet never quite reaches the Franck-Condon maximum for transition, so that the rate of the transitions drops. One would expect this effect to be less important at high temperatures. This behavior has been noted previously.\(^{89}\)

4. Turnover in reorganization energy (Marcus inverted behavior):\(^{55}\) When the displacement of the two parabolas, denoted as $Q_0$ in the Hamiltonian of eq 4, changes, the effective innersphere reorganization energy $\lambda$ of eq 6 is modified. If the transfer starts from the bottom of $V_R$, the barrier will vanish when the reorganization energy exactly balances the exoergicity. For further increase in $Q_0$, the rate drops as the system enters the inverted regime. This statement must be modified in two ways: first, we deal here with photoexcited transfer, rather than ground-state transfer, and the initial wave packet does not begin at the bottom of $V_R$. Second, the actual evolution is more accurately represented in terms of the adiabatic curves than the diabatic ones, and the barrier in the adiabatic curves is reduced compared to the diabatic barrier, by roughly $J$. For the parameters chosen here, the diabatic curves will cross for $Q_0 \approx 0.4$. The curve in Figure 5 shows that the maximum is indeed near 0.4 but is reduced slightly because of the photoexcitation and smoothing of the curve due to the mixing matrix element.

5. Turnover in electronic mixing: As the matrix element $J$ increases, the appropriate interpretative picture goes smoothly from the diabatic behavior to the adiabatic one.\(^{1,42}\) In particular, when $J$ becomes very large, the effective adiabatic potentials are those shown in Figure 6a. In this case, photoexcitation produces a packet in the upper, quasiharmonic level. This packet will oscillate many many times before it drops to the ground adiabatic state. Therefore, as the matrix element $J$ increases, one will first observe an increase in the rate (this is effectively the Golden Rule regime), with an eventual decrease because of the large gap that occurs in Figure 6a. This behavior is shown clearly in Figure 6b.

Thus we see that turnover behavior occurs as a function of electronic dephasing, vibrational relaxation, vibrational dephasing, exoergicity, and mixing matrix element. It is tempting to suggest that in systems of this type, with relatively small level densities, change of coupling conditions will as a general rule result in turnover behavior, since once the effective mixing becomes too strong, the appropriate uncoupled picture has changed—this is clearly what happens for the turnovers in electronic coupling and in electronic dephasing.

C. Long Time Behavior and Electron-Transfer Reaction Rate Constants. Starting with the initially photoexcited state, the system evolves substantially in phase space before it begins irreversible decay. Figure 7 shows the behavior with increase of the electronic tunneling parameter $J$. The very short time steps in Figure 7, like the steps seen previously, occur at intervals of the vibrational frequency; the steep falls then happen when the packet is near the crossing point between the two curves (this yields the vibrational coherences widely studied in the reaction center).\(^{24,80-82}\) Figure 7 shows that for longer time

scales, the Golden Rule is almost but not quite obeyed: if the Golden Rule\textsuperscript{72} were precise, the lines would all be straight and lie on top of one another. The slight differences arise from the fact that it is not actually the bare mixing matrix element (as suggested by the Golden Rule), but rather an effective matrix element that is more like a Rabi frequency, that in fact provides the mixing. Still, it is clear from this figure that for a fairly broad choice of mixing matrix elements, the Golden Rule approximation is quite good for time scales exceeding, say, 0.5 ps. The result for $J = 0.4\hbar\omega$ in Figure 7 does begin to stray from the Golden Rule prediction, since the diabatic picture is becoming less reasonable; this is the start of the turnover behavior seen in Figure 6. For very long times, the Golden Rule again begins to break down. There are really two reasons for this breakdown: first is the depletion of the initial state, second is the vibrational relaxation in the reactant (right) well, which eventually leads to a slower rate constant, corresponding to tunneling through the barrier or overcoming the barrier, without the initial vibrational energy that was deposited by the vertical excitation. This suggests (in agreement with experiment)\textsuperscript{89} that biexponential decay will be seen in photoexcited systems of this type, with the faster rate constant corresponding to the dynamics of the initially excited system and the slower rate constant corresponding to charge transfer from the relaxed, thermalized photoexcited state in $V_R$.

The temperature dependence of the rate constant in the first-order kinetic regime is essentially of Arrhenius type (Figure 8). At very low temperatures, one expects the rate to be effectively temperature independent, and to arise largely from tunneling contributions.\textsuperscript{51-59} This is more exaggerated in the case of ET starting with no vibrational energy; in the current case, the initially deposited energy can cause transitions without extensive nuclear tunneling, simply because the packet uses initially deposited vibrational energy to approach the transition point; this could not occur with transfer starting from the bottom of $V_R$, and therefore the effective flatness of the curve at high temperatures is slightly reduced here compared to the other situation.

Figures 3a, 4a, and 5 all yield rate constants of the order $5 \times 10^{11}$/s.

There are two standard analyses of the rate problem defined by the Hamiltonian (1).\textsuperscript{51-59} In the limit of purely classical behavior, Marcus derived the important result\textsuperscript{55}

$$k_{et} = A \exp\left\{-\left(\lambda + \Delta_0\right)^2/4\lambda RT\right\}$$

(11)

here, $A$ is the prefactor depending on the nature of the coupling strength, and the Gaussian form arises from the assumptions of activated barrier crossing (characteristic of transition state theory) and of harmonic vibrations. In the original formulation, the reorganization energy $\lambda$ included only the solvent reorganization; the simplest extension to include intramolecular vibrations is to replace this $\lambda$ by the total reorganization energy, the sum of the reorganization energies for intramolecular vibrations and solvent reorganization. When nuclear tunneling processes are permitted, standard analysis due to a number of
workers,19–94 particularly Jortner,74 results in a polaron-like treatment that yields the rate constant in the form (with only one active vibration and \(\lambda_0\), the reorganization energy from the solvent and other classical modes):

\[
k_{et} = A \sum e^{-\frac{S^\ast}{\nu}} \exp \left\{ -\left[ \lambda_0 + \nu \omega + \Delta \right] \right\} \left( \frac{4\lambda_0 RT}{1 - \frac{\nu \omega + \Delta}{\lambda_0}} \right)^n (12)
\]

For nonadiabatic transfer, the prefactor is given by

\[
A = 2\pi \frac{e}{\hbar} \sqrt{[4\lambda_0 k_B T]}^{1/2} (13)
\]

Here the sum runs over the states of the intramolecular vibration. The assumptions resulting in eq 12 are not particularly restrictive: in addition to the validity of the simple spin-boson form of eq 1, they include the assumption that the solvent modes can be treated as low-frequency vibrations whose frequencies are small compared to thermal energies, the existence of sufficiently strong relaxation and dephasing effects that the electron-transfer process occurs at equilibrium (there is no bottlenecuing due to solvent relaxation), the assumption that the initial state has no vibrational quanta excited, and the overall validity of a rate constant (that is, relaxation and dephasing are strong enough that the vibrations can be discussed in terms of thermal equilibrium). All of these assumptions can become doubtful at very short times; indeed, such short time behavior is a major focus of our analysis here. For the choice of model parameters made here, the effective \(\lambda_0\) arises from the vibrational relaxation and dephasing. The \(\lambda_0\) can then be roughly estimated by equating half-widths of the line shapes given by the form of eq 12 with that coming from the simple broadening. This yields the form

\[
\ln 2 = \left( \frac{2\pi e}{\hbar} T \right)^2 - \Delta - \left[ \frac{\lambda_0}{4\lambda_0 k_B T} \right]^2 (14)
\]

IV. Comments

The model analyzed in this manuscript is to some extent an artificial one, because the Hamiltonian behavior is that of the Jaynes–Cummings model; this has no relaxation properties, and its effective state densities are constant both well below and well above the crossing regime. This latter situation will not hold in any realistic model of electron transfer, for which the vibrational state density will increase very rapidly with energy.

These state density effects are to some extent captured by dissipative terms that we have introduced. The model permits understanding of the effects of different dephasing, relaxation, mixing, and thermal properties, in an exact calculation (albeit of a very simplified model).

The model for the potential energy surfaces is the spin-boson one that is almost always used for the description of electron transfer (and of many other related phenomena). It actually has some inadequacies as a picture of system/bath coupling since (to some extent) it artifically overcorrelates the interaction.

There are several striking observations of the current study. In the short time dynamic regime that follows photoexcitation, the wave packet evolves on the upper state, and approaches the Franck–Condon transition region, where it effectively mixes with the lower state. The dynamical behavior is characterized by coherences and resonances—no irreversible kinetics occurs.

inverted regime and in Kramers-like barrier crossings, but also in true quantal charge dynamics.

Three experimental behaviors are suggested by these calculations, involving the short-time dynamics, turnover behavior, and biexponential decay. Experimentally, dephasing behaviors have been studied extensively in a number of molecular systems, particularly the multiple coupled pigments of the photosynthetic reaction center. Several experimental analyses have indeed pointed to some of the effects observed in these calculations, including the pump-probe spectroscopic observation of vibrational coherences, dephasing and relaxation times, and correlation of dephasing behavior with the onset of rate phenomena.

Biexponential decay has also been observed in several situations, and the explanation given was essentially the competition between curve crossing and initial state relaxation that we observe here.

The other striking observation from the current discussion is the general appearance of turnover behavior: turnovers in mixing matrix element have not really been characterized, but at some levels they simply correspond to redefinition of the unperturbed state, from the nonadiabatic to the adiabatic limits. They are important for several reasons: in particular, they demonstrate that the Golden Rule result $k \sim J^2$ will fail badly (in the kinetic regime) for sufficiently large $J$. It will be of interest to test, both experimentally and in more general model calculations with several active modes and with mode anharmonicity, how general these turnover behaviors will be.
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Appendix 1. Parameter Values

The behavior of the photoexcited state is described by the Hamiltonian parameters $\omega, \Delta, Q_o, M$, and $J$, plus the relaxation parameters $\gamma_{nr}, \gamma_{nd}$, and $\gamma_{ed}$ and the temperature $T$.

For the Hamiltonian, we chose parameters suggested by the mixed-valence system $^{10} (\text{NH}_3)_2 \text{RuNCRu(CN)}_5^{-}$: $Q_o = 0.106$ Å, $-\Delta = 0.109$ eV, $\omega = 110$ cm$^{-1}$, $M = 20$ dalton, $J = 0.2 \hbar \omega$. The default values for the relaxation parameters are $\gamma_{ed} = \gamma_{nr} = \gamma_{nd} = 0.2 \hbar \omega$.
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